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MENTOR: Fixing Introductory Programming Assignments With
Formula-Based Fault Localization and LLM-Driven Program Repair

Pedro Orvalhdl, Mikol4s Janota, Vasco Manquinho

« MENTOR addresses the Automated Program Repair (APR) problem,
for the C programming language, through an LLM-driven Counter-
example-Guided Inductive Synthesis (CEGIS) approach.

« MENTOR employs MaxSAT-based Fault Localization to guide and
minimize LLMS’ patches to incorrect programs by feeding them bug-free
program sketches.

o« MENTOR combines state-of-the-art modules for program clustering,
variable alignment, and MaxSAT-based fault localization; within an
LLM-driven program fixer that orchestrates the repair process.

o Experimental results show that our approach enables all six evaluated
LLMs to fix more programs and produce smaller patches compared to
alternative configurations and symbolic tools.

 All code and experiments are publicly available on Zenodo [1].

'Part of this work was conducted at INESC-ID, Instituto Superior Técnico, U. Lisboa.
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Abstract

The increasing demand for programming education has led to online evalua-
tions like MOOCsS, which rely on introductory programming assignments (IPAs).
A major challenge in these courses is providing personalized feedback at
scale. This paper introduces MENTOR, a semantic automated program
repair (APR) framework designed to fix faulty student programs. MENTOR
validates repairs through execution on a test suite, and returns the repaired
program or highlights faulty statements.

Unlike symbolic repair tools like CLARA and VERIFIX, which require
correct implementations with identical control flow graphs (CFGs), MEN-
TOR’s LLM-based approach enables flexible repairs without strict structural
alignment. MENTOR clusters successful submissions regardless of CFGs,
and employs a Graph Neural Network (GNN)-based variable alignment
module for enhanced accuracy. Next, MENTOR's fault localization module
leverages MaxSAT techniques to pinpoint buggy code segments precisely.
Finally, MENTOR’s program fixer integrates Formal Methods (FM) and
Large Language Models (LLMS) through a Counterexample Guided Inductive
Synthesis (CEGIS) loop, iteratively refining repairs. Experimental results
show that MENTOR significantly improves repair success rates, achieving
64.4%, far surpassing Verifix (6.3%) and Clara (34.6%). By merging formula-
based fault localization, and LLM-driven repair, MENTOR provides an
innovative, scalable framework for programming education.

IPart of this work was conducted at INESC-ID, Instituto Superior Técnico, U. Lisboa.
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1. Introduction

Every year, thousands of students enroll in programming-oriented courses.
With the rapid growth of Computer Science courses, providing personalized
and timely feedback on introductory programming assignments (IPAs) and
software projects has become a significant challenge, requiring substantial
time and effort from faculty [2].

Automated Program Repair (APR) has emerged as a promising solution
to this challenge, aiming to deliver automated, comprehensive, and person-
alized feedback to students about their programming errors [2], 3| 14} [5, [].
Traditional semantic APR techniques based on Formal Methods (FM), while
providing high-quality fixes, are often slow and may struggle when the correct
implementation diverges significantly from the erroneous one [7, [§]. These
APR approaches do not guarantee minimal repairs, as they align an incorrect
submission with a correct implementation for the same IPA. If the alignment
is not possible, these tools return a structural mismatch error, leaving the
program unrepaired. In the past decade, there has been a surge in Machine
Learning (ML) techniques for APR [9, [10, 11} 12], 13}, 14, [15]. ML-based
approaches require multiple correct implementations to generate high-quality
repairs, and need considerable time and resources to train on correct programs.
While these approaches generate repairs more quickly, they often produce
imprecise and non-minimal fixes [4].

More recently, Large Language Models (LLMS) trained on code (LLMCSs)
have shown great potential in generating program fixes [16] [17, 18] [19] 20} 2]
22, 23]. LLM-based APR can be performed using zero-shot learning [24], few-
shot learning [22] or fine-tuned models [18]. Fine-tuned models are the most
commonly used, where the model is trained for a specific task. In contrast,
zero-shot learning refers to the ability of a model to correctly perform a task
without having seen any examples of that task during training. Few-shot
learning refers to the LLMS’s ability to perform tasks correctly with only a
small number of examples provided. Furthermore, the ability to generalize
using zero or few-shot learning enables LLLMS to handle a wide range of tasks
without the need for costly retraining or fine-tuning. Nonetheless, few-shot



Table 1: Test-suite with three tests (¢o, t1, and t2). Given as input three numbers (numl,
num?2, and num3), each test should return the value in its respective output column.

Input
numl nuII)n2 num3 Output
to 1 2 3 3
t 6 2 1 6
ty -1 -2 -3 -1

learning can lead to larger fixes than necessary, as it is based on a limited
number of examples. Moreover, LLMS do not guarantee minimal repairs
and typically rewrite most of the student’s implementation to fix it, rather
than making minimal adjustments, making their fixes harder for students
to learn from.

In this work, we present MENTOR, a clustering-based semantic program
repair tool for the C programming language capable of providing automated
feedback for introductory programming exercises. MENTOR leverages
past student submissions to assist in repairing incorrect code. It combines
Mazimum Satisfiability (MaxSAT)-based fault localization with large language
models (LLMS), guiding them using bug-free program sketches. MENTOR’s
main objective is to repair buggy programs using correct implementations,
even when their control-flow graphs (CFGs) differ, a capability not supported
by state-of-the-art semantic repair tools.

1.1. Problem Description

Consider the program presented in Listing [I} which aims to determine
the maximum among three given numbers. Based on the test suite shown in
Table [I} the program is buggy as its output differs from the expected results.
The set of minimal faulty lines in this program includes lines 4 and 8, as these
two if conditions are incorrect. A good way to provide personalized feedback
to students on their IPAS is to highlight these two buggy lines. However, it
is essential to check these faults by fixing the program and evaluating the
repaired program against the test suite.

Using traditional Automated Program Repair (APR) tools for introduc-
tory programming assignments (IPAs) based on Formal Methods, such as
CLARA [2] or VERIFIX [3], the program in Listing |l| cannot be fixed within
90 seconds. CLARA takes too long to compute a ‘minimal’ repair by con-
sidering several correct implementations for the same IPA, while VERIFIX
returns a compilation error. Conversely, using state-of-the-art LLMS trained
for coding tasks (LLMCs), GRANITE [25] or CODEGEMMA [26], would in-



Listing 1: Semantically incorrect program.

Faulty lines: {4,8}. Listing 2: Reference implementation.

int main() {
int m1,m2,m3,m;
scanf ("%d%d%d",&m1,&m2,&m3) ;
m=ml>m2 7?7 ml : m2;
m=m3>m? m3 : m;
printf ("%d\n", m);

int main(){// finds maz of 3 numbers

int f,s,t;

scanf ("%d%d%d" ,&f ,&s,&t) ;

if (f < s && £ >= t)//fiz: f >= s
printf ("%d",£);

else if (s > f &% s >= t)
printf ("%d",s);

else if (t < f && t < s)

// fiz: t > fand t > s
printf ("%d",t);

return O;
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return O;

Listing 4: GRANITE’s fix using the
Listing 3: Program sketch with holes. program sketch.

int main(){

int f,s,t;

scanf ("}d%d%d",&f,&s,&t) ;

@ HOLE 1
printf ("%d",f);

else if (s > f && s >= t)
printf("%d",s);

@ [

@ HOLE 2 [d
printf ("/d",t);

int main(){

int f,s,t;

scanf ("}d%d%d", &f ,&s,&t) ;

if (f >= s && £ >= t)
printf ("%d",f);

else if (s > f && s >= t)
printf ("%d",s);

else
printf ("%d",t);
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return 0;

-
—

return O;

(-]
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volve providing the description of the programming assignment and some
examples of input-output tests. Even with these features, neither LLM could
fix the buggy program in Listing [1| within 90 seconds when repeatedly testing
and refining their fixes. If the lecturer’s reference implementation shown in
Listing [2| is suggested as a reference in the prompt, both LLMS simply copy
the correct program, ignoring instructions not to do so.

Hence, symbolic approaches demand an excessive amount of time to
produce an answer, and LLMs, while fast, often produce incorrect fixes. Thus,
MENTOR aims to address the limitations of current state-of-the-art APR
frameworks for IPAS by combining the strengths of both approaches. State-
of-the-art Maximum Satisfiability (MaxSAT')-based Fault Localization [27]
can rigorously identify buggy statements, which can then be highlighted in
the LLM prompt to focus on the specific parts of the program that need
fixing. Listing |3| shows an example of a program sketch, which is a partially
incomplete program where each buggy statement from the original incorrect



program in Listing [1]is replaced with a @ HOLE @. Instructing the LLMS to
complete this program allows both GRANITE and CODEGEMMA to fix the
buggy program in a single interaction, returning the program in Listing [4]
Thus, MENTOR aims to repair a student’s incorrect submission without
relying on a correct solution with the same program structure, while also
minimizing changes to the student’s code, similar to symbolic approaches |2}, 3].

1.2. Paper Quverview and Contributions

Section [2 presents the basic definitions and notation used throughout
this paper. Next, Section [3| describes the architecture of MENTOR, which
consists of four main modules: (1) program clustering, (2) variable alignment,
(3) fault localization, and (4) program fixer. MENTOR employs state-of-the-
art tools at each stage: INVAASTCLUSTER [§] for clustering, a GNN-based
approach [15] for variable mapping, and CFAuLTS [27] for formula-based fault
localization. Furthermore, Section 4] describes our experimental results on
C-PACK-IPAs [28], a benchmark of IPAS. These experiments demonstrate
that MENTOR’s hybrid repair method, integrating Formal Methods (FM)-
based fault localization with LLMS, significantly enhances repair success
rates while yielding smaller, more precise fixes. This innovative approach
outperforms other existing repair strategies and state-of-the-art symbolic
tools. For instance, VERIFIX repairs only 6.3% of C-PACK-IPAS, and CLA-
RA achieves a repair rate of 34.6%. In contrast, depending on the prompt
configuration and the specific LLM utilized, MENTOR achieves impressive
repair rates, ranging from 37.3% to 64.4%. Finally, Section |5| reviews related
work, and the paper concludes in Section [6]

The main novelty of MENTOR, compared to our earlier work [29],
lies in its program fixer module, which integrates the outputs of three key
components: (1) cluster representatives, (2) variable mappings, and (3)
localized faulty statements. These elements are incorporated into structured
prompts that drive an LLM-based, counterexample-guided program repair
process. Furthermore, in addition to the research questions explored in our
earlier work, this paper introduces several new dimensions of analysis that
further advance the understanding of LLM-based program repair. Specifically,
in Section [4 we investigate: (i) the usefulness of providing LLMs with a
variable mapping between a buggy program and a correct implementation
of the same IPA (RQG6); (ii) the effectiveness of MENTOR in repairing
programs that CLARA fails to address due to control-flow mismatches (RQT);
(iii) how LLM repair performance is influenced by varying levels of program
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complexity (RQ8); and (iv) the number of CEGIS iterations typically required
by LLMs to repair programs, and what this reveals about their repair efficiency
(RQ9). These additional research questions broaden the scope of our study
and provide new insights into the capabilities and limitations of LLM-based
automated program repair.

In summary, this work presents MENTOR, a semantic automated pro-
gram repair framework, for the C programming language, designed to provide
automated feedback in IPAS. This paper makes the following contributions:

« MENTOR addresses the Automated Program Repair (APR) problem
through an LLM-driven Counterexample-Guided Inductive Synthesis
(CEGIS) approach;

« MENTOR employs MaxSAT-based Fault Localization to guide and
minimize LLMS’ patches to incorrect programs by feeding them bug-free
program sketches.

« MENTOR combines state-of-the-art modules for program clustering [8],
variable alignment [15], and MaxSAT-based fault localization [27];
within an LLM-driven program fixer that orchestrates the repair pro-
cess.

o Experimental results show that our approach enables all six evaluated
LLMS to fix more programs and produce smaller patches compared to
alternative configurations and symbolic tools.

o All code and experiments will be made publicly available on GitHub:
https://github.com/pmorvalho/MENTOR, and on Zenodo [1].

2. Preliminaries
This section provides definitions used throughout this work.

Maximum Satisfiability (MaxSAT). The Boolean Satisfiability (SAT)
problem is the decision problem for propositional logic [30]. A propositional
formula in Conjunctive Normal Form (CNF) is a conjunction of clauses
where each clause is a disjunction of literals. The Mazimum Satisfiability
(MaxSAT) problem is an optimization version of SAT, i.e., the goal is to find
an assignment that maximizes the number of satisfied clauses in a formula [31].


https://github.com/pmorvalho/MENTOR
https://github.com/pmorvalho/MENTOR

Basic Block (BB). A basic block is a linear sequence of program instructions
having one entry point (the first instruction executed) and one exit point (the
last instruction executed). It may, of course, have many predecessors and
many successors and may even be its own successor. Program entry blocks
might not have predecessors that are in the program; program terminating
blocks never have successors in the program [32].

Control dependence. A control dependence occurs between a statement and
a control predicate whose value dictates if the statement is executed or not [33].

Control flow path. A control flow path is defined by the order in which
program statements, instructions, and function calls are executed.

Control flow Graph (CFG). A control flow graph (CFG) is a directed
graph in which the nodes represent basic blocks, and the edges represent
control flow paths [32].

Program. A program is considered sequential, comprising standard state-
ments such as assignments, conditionals, loops, and function calls, each
adhering to their conventional semantics in C. A program P is deemed to
contain a bug when an assertion violation occurs during its execution with
input I. Conversely, if no assertion violation occurs, the program is considered
correct for input I. In cases where a bug is detected for input I, it is possible
to define an error trace, representing the sequence of statements executed by
program P on input I [27].

Abstract Syntax Tree (AST). An AST is a syntax tree in which each node
represents an operation, and the node’s children represent the arguments of
the operation for a given programming language described by a Context-Free
Grammar. An AST depicts a program’s grammatical structure [34].

Synthesis Problem. For a given program’s specification S (e.g., input-
output examples), G' a context-free grammar, and O be the semantics for a
particular Domain-specific language, the goal of program synthesis is to infer
a program P such that (1) the program is produced by G, (2) the program is
consistent with O and (3) P is consistent with .S [35] [36, [37].

Please refer to Aho et al. [34] for more context about context-free grammars
(CFGs), and Domain-specific language (DSL).



Semantic Program Repair. Given (T,G,O, P), let T be a set of input-
output examples (test suite), G be a grammar, O be the semantics for a
particular Domain-specific language, and P be a syntactically well-formed
program (i.e., sets of statements, instructions, expressions) consistent with G
and O but semantically erroneous for at least one of the input-output tests
(Lew Hthth,) €T 2 P(E,) #1,,).

The goal of Semantic Program Repair is to find a program P; by seman-
tically change a subset S; of P’s statements (S; C P) for another set of

statements S, consistent with G and O, such that,
Py =((P\51)US5)
and

v(tznv tiut) S T Pf@;n) = tfmt‘
Moreover, automated program repair tools typically perform program
synthesis to synthesize the set of program statements S; needed to fix the
erroneous program P [35] 138].

3. MENTOR

This section presents MENTOR, a semantic automated program repair
framework designed to provide automated feedback in introductory program-
ming assignments (IPAS).

The overall architecture of MENTOR is shown in Figure[I MENTOR
receives as input an incorrect submission for a given introductory programming
assignment (IPA), a test suite, and a set of IV correct submissions for the
same IPA. MENTOR is divided into five main modules: (1) program
clustering, (2) variable aligner, (3) fault localization, (4) program fixer, and
(5) decider. MENTOR starts by clustering, using INVAASTCLUSTER [§],
all correct submissions using these program’s sets of invariants and abstract
syntax trees (ASTS) as described in Section . Next, MENTOR employs
Graph Neural Networks (GNNS) to map the set of variables between each
cluster’s representative and the incorrect submission [I5] [39] based on the
ASTSs of both programs (see Section . Additionally, MENTOR uses
CFAuLTS [27], a state-of-the-art formula-based fault localization (FBFL)
technique for C programs capable of addressing multiple faults. CFAULTS,
described in Section [3.3] leverages Model-Based Diagnosis [40] with multiple
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Figure 1: Overview of MENTOR.

observations, integrating all failing test cases into a single MaxSAT formula
to ensure consistency in the fault localization process.

The program fixer module integrates all the features computed so far:
(1) cluster representatives, (2) variable mappings, and (3) localized faulty
statements. These features are incorporated into prompts to guide our
LLM-driven counterexample guided program repair process [29], described
in Section [3.4 Finally, in the decider module, MENTOR, checks if the
candidate program proposed by the program fixer is correct by evaluating it
against the provided test suite. If the candidate program remains incorrect,
the program fixer generates a new candidate. Otherwise, MENTOR returns
personalized feedback to students, either by providing the fixed program or
by highlighting the buggy statements in their code.

3.1. Program Clustering

To support the repair process, MENTOR aims to find a correct imple-
mentation for the same IPA that is structurally and semantically close to
a given buggy submission. Instead of exhaustively comparing all correct
submissions, MENTOR leverages INVAASTCLUSTER [§], a state-of-the-art
clustering tool for IPAS. INVAASTCLUSTER groups correct programs based
on their sets of program invariants and their anonymized abstract syntaz trees
(AASTSs), which are abstract syntax trees (ASTS) with variable and function
identifiers removed, preserving only type information.
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Figure 2: Finding the closest correct program, i.e., the closest correct program representative
to the incorrect submission vector representation.

The primary goal of using INVA ASTCLUSTER is to reduce the potentially
large set of correct programs into a manageable number of diverse clusters. For
each cluster, a single representative is selected, which is the program closest
to the cluster centroid in Euclidean space. INVAASTCLUSTER achieves this
by extracting structural features from each program’s AAST and semantic
features from its invariants. These features are combined into Bag-of-Words
vector representations, enabling clustering into a small number of clusters.
When a buggy program is submitted, INVAASTCLUSTER computes its
distance to each cluster representative and selects the closest one as the most
suitable candidate to guide the repair process. As illustrated in Figure |2 if the
incorrect program is closest to representative program C', INVAASTCLUSTER
returns C' to MENTOR for further analysis and repair guidance.

3.2. Variable Alignment

Since the problem of program equivalence, that is, determining whether
two programs exhibit the same behavior, is undecidable [41], repairing an
incorrect program based on a correct implementation is highly challenging.
To compare the faulty and correct programs, repair tools must first establish
a correspondence between their respective sets of variables. To address this,
MENTOR uses a state-of-the-art graph-based program representation to
map variables between incorrect and correct implementations. This repre-
sentation [15] captures structural information from the abstract syntax trees
(ASTS) of imperative programs and leverages graph neural networks (GNNs)
to learn how to align variables across program pairs.
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Listing 5: Small example of a C code
block with an expression.

1 { // aand b are ints Types of edges:

2 a=a - b; AST -

3} Read
Write

Sibling >
Chronological

Variable Node .

(b) Our program representation for the snippet pre-
sented in Listing

O

(a) Part of the AST representation of Listing

Figure 3: AST and our graph representation for the small code snippet presented in
Listing@

Programs are represented as directed graphs to allow bidirectional infor-
mation flow in the GNN. These graphs are derived from the program’s AST
and are enriched with semantic information [I5]. Figure 3] shows the AST
for the code snippet in Listing [5] while Figure [3b] shows its corresponding
graph representation. Fach variable in the program is assigned a unique node,
and all occurrences of that variable are connected to it. For example, in
Figure the green nodes a and b represent unique variable nodes.

The graph includes five types of edges:

o Child edges (black): connect parent and child nodes in the AST and
are bidirectional.

o Sibling edges (red dashed): connect each child to its next sibling, cap-
turing argument order.

o Write edges (blue dashed): connect an ID node to its variable node
when the variable is written.

e Read edges (green dashed): connect an ID node to its variable node
when the variable is read.
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o Chronological edges (yellow dashed): connect ID nodes of the same
variable to preserve usage order.

All edges are bidirectional, except sibling and chronological edges. This
graph structure enables the GNN to propagate information through the
program in a semantically meaningful way. After several message-passing
rounds through these edges, the GNN generates a numerical vector for each
variable node in both programs. Then, scalar products are computed between
all pairs of variable vectors from the incorrect and correct programs, followed
by a softmax operation to yield the final variable mapping probabilities.

3.5. Fault Localization

Effectively identifying the root causes of program failures is essential
for generating meaningful repairs [27], 42, [43]. To this end, MENTOR em-
ploys CFAULTS, a state-of-the-art MaxSAT-based fault localization technique.
CFAULTS is designed to identify minimal sets of faulty statements in C pro-
grams, even in the presence of multiple bugs. Grounded in Model-Based
Diagnosis (MBD) [40], CFAULTS encodes multiple failing test cases into a
single MaxSAT formula. Each failing test case is treated as an observation,
and all are simultaneously represented in a relaxed and unrolled version of
the input program. This unified formulation ensures that the identified faults
are consistent across all failing test cases.

The approach begins with static analysis to detect simple issues (e.g.,
uninitialized variables or division by zero). If no issues are found, the program
is unrolled and instrumented with relaxation variables that selectively deacti-
vate code statements. The resulting program is then transformed into a CNF
formula, and a MaxSAT solver is used to find the minimal set of statements
whose relaxation would make all failing test cases pass. By encoding multiple
test executions into a single MaxSAT instance, CFAULTS improves precision
in scenarios with multiple faults.

3.4. Counterexample Guided Automated Repair

Large Language Models (LLMS) excel at completing strings, while Formal
Methods (FM)-based fault localization excel at identifying buggy parts of
a program. Therefore, our approach combines the strengths of both FM
and LLMS to enhance automated program repair (APR). Firstly, we employ
MaxSAT-based fault localization techniques (see Section to rigorously
identify the minimal set of buggy parts of a program [44, 27]. Afterwards,
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Figure 4: Counterexample Guided Automated Repair.

we leverage LLMS to quickly synthesize the missing parts in the program
sketch. Finally, we use a counterexample (i.e., a failing test case from the
test suite) to guide LLMS in generating patches that make the synthesized
program compliant with the entire test suite, thus completing the repair.
The rationale of our approach follows a Counterexample Guided Inductive
Synthesis (CEGIS) [45] loop to iteratively refine the program. Figure
provides an overview of our APR approach. The input is a buggy program
and the specifications for an introductory programming assignment (IPA),
including a test suite, a description of the IPA, and the lecturer’s reference
implementation.

We start by using MaxSAT-based fault localization techniques using all
failing test cases to identify the program’s minimal set of faulty statements
(see Section . Next, the prompt generator builds a prompt based on
the specifications of the IPA and a bug-free program sketch reflecting the
localized faults, then feeds this information to the LLM. The LLM generates
a program based on the provided prompt. After each iteration, the Decider
module evaluates the synthesised program against a test suite, i.e., it checks
whether the program passes all the tests in the test suite. If the program is
incorrect, a counterexample chosen from the test suite is sent back to the
prompt generator, which then provides this counterexample to the LLM to
prompt a revised synthesis.

Prompts. The prompts fed to LLMS can contain various types of information
related to the IPA. The typical information available in every programming
course includes the description of the IPA, the test suite to check the students’
submissions corresponding to the IPA’s specifications, and the lecturer’s
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reference implementation.

The syntax used in our prompts is similar to that in other works on
LLM-driven program repair [16]. We have evaluated several types of prompts.
Basic prompts are the simplest prompts that can be fed to an LLM without
additional computation, including all the programming assignment’s basic

information. An example of such a prompt is the following:

Fix all semantic bugs in the buggy program below.
Modify the code as little as possible.
Do not provide any explanation.

### Problem Description ###
Write a program that determines and prints the largest of three
integers given by the user.

#i## Test Suite

#input:

6 21

#output:

6

// The other input-output tests

# Reference Implementation (Do not copy this program) <c> #
T
int main(){

// Reference Implementation

### Buggy Program <c> ###
e
int main(){

// Buggy program from Listing 1

#i## Fixed Program <c> ###

C

14



In order to incorporate information about the faults localized in the
program using MaxSAT-based fault localization, we utilized two different
types of prompts: (1) FIXME annotations and (2) program sketches. FIXME
annotated prompts are prompts where each buggy line identified by the fault
localization tool is marked with a /* FIXME */ comment. These prompts
are quite similar to the basic prompt described previously, with the primary
differences being the annotations in the buggy program and the first command
given to the LLMS, which is modified as follows:

Fix all buggy lines with '/* FIXME */' comments in the buggy
program below.

In the second type of prompt, to address program repair as a string
completion problem, we evaluated the use of prompts where the buggy
program is replaced by an incomplete program (program sketch), with each
line identified as buggy by our fault localization module replaced by a hole.
The command given to the LLMS is now to complete the incomplete program.
Consequently, the sections ‘Buggy Program’ and ‘Fixed Program’ are replaced
by ‘Incomplete Program’ and ‘Complete Program’, respectively, as follows:

Complete all the '@ HOLES N @' in the incomplete program below.
/] ...
### Incomplete Program <c> ###
/...
### Complete Program <c> ###
c

J

Feedback. If the candidate program generated by the LLM is not compliant
with the test suite, this feedback is provided to the LLM in a new message
through iterative querying. This new prompt indicates that the LLM’s
previous suggestion to fix the buggy program was incorrect and provides a
counterexample (i.e., an input-output test) where the suggested fixed program
produces an incorrect output. Hence, we provide the LLM with a feedback
prompt similar to the following:

### Feedback ###
Your previous suggestion was incorrect!

15



Try again.
Code only.
Provide no explanation.

### Counterexample ###
#input:

6 21

#output:

6

### Fixed Program <c> ###
e

. Experimental Results

The goal of our evaluation is to answer the following research questions:

« RQ1. How effective is MENTOR using LLMS in repairing introduc-
tory programming assignments (IPAS) compared to different state-of-
the-art symbolic repair approaches?

« RQ2. How do different prompt configurations impact the performance
of LLMSs?

« RQ3. How does FM-based fault localization impact LLM-driven APR?

« RQ4. What is the performance impact of using a Counterexample
Guided approach in LLM-driven APR?

« RQ5. How helpful is it to provide a reference implementation for the
same IPA to the LLMSs?

« RQ6. How helpful is it to provide LLMSs with a variable mapping
between the buggy and a correct implementation of the same IPA?

« RQ7. How effective is MENTOR at fixing programs that CLARA fails
to repair due to control-flow issues?

« RQ8. How does LLM performance vary with different levels of program
complexity?
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« RQ9. How many CEGIS iterations do LLMS typically require to repair
programs, and what does this indicate about their repair efficiency?

Experimental Setup. All LLMS were run using NVIDIA RTX A4000
graphics cards with 16GB of memory on an Intel(R) Xeon(R) Silver 4130
CPU @ 2.10GHz with 48 CPUs and 128GB RAM. All experiments related to
repair tasks were conducted on an Intel(R) Xeon(R) Silver computer with
4210R CPUs @ 2.40GHz, using a CPU memory limit of 10GB and a timeout
of 90s. For CLARA and VERIFIX, we set a CPU memory limit of 32GB, as
these tools do not utilize GPUs, and a timeout of 90s.

FEvaluation Benchmark. To evaluate MENTOR, we used C-PACK-
IPAs 28], which is a set of student programs developed during an introductory
programming course in the C programming language. These programs were
collected over three distinct lab classes for 25 different programming assign-
ments throughout three academic years. Each lab class focuses on a different
topic of the C programming language. The first class deals with integers
and input-output operations. Secondly, the second class focuses on loops
and chars. Lastly, in the third lab class, students learn to use vectors and
strings. Only submissions that compile without any errors were selected. The
set of submissions was split into two sets: correct submissions and incorrect
submissions. The students’ submissions that satisfied a set of input-output
test cases for each IPA were considered correct. The submissions that failed at
least one input-output test were considered incorrect. C-PACK-IPAS contains
1431 semantically incorrect programs submitted for 25 different TPAS.

4.1. Large Language Models (LLMS)

In our experiments, we used only open-access LLLMS available on Hugging
Face [46] with approximately 7 billion parameters for three primary reasons.
Firstly, closed-access models like Chat-GPT are cost-prohibitive and raise
concerns over student data privacy. Secondly, models with a very large
number of parameters (e.g., 70B) need significant computational resources,
such as GPUs with higher RAM capacities, and take longer to generate
responses, which is unsuitable for a classroom setting. Thirdly, we used
these off-the-shelf LLMS to evaluate the publicly available versions without
fine-tuning them. This approach ensures that the LLMS used in this section
are available to anyone without investing time and resources into fine-tuning
these models. Thus, we evaluated six different LLLMS for this study through
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iterative querying. Three of these models are LLMCs, i.e., LLMS fine-
tuned for coding tasks: IBM’s GRANITE [25], Google’s CODEGEMMA [26]
and Meta’s CODELLAMA [47]. The other three models are general-purpose
LLMS not specifically tailored for coding tasks: Google’s GEMMA [48], Meta’s
LrAMA3 (latest version of the LLAMA family [49]) and Microsoft’s PH13 [50].

We selected specific variants of each model to optimize their perfor-
mance for our program repair tasks. For Meta’s LLAMA3, we utilized the
8B-parameter instruction-tuned variant. This model is designed to follow
instructions more accurately, making it suitable for a range of tasks, including
program repair. For CODELLAMA, we used the 7B-parameter instruct-tuned
version, which is specifically designed for general code synthesis and un-
derstanding, making it highly effective for coding tasks. We employed the
GRANITE model with 8B-parameters, fine-tuned to respond to coding-related
instructions. For PHI3, we opted for the mini version, which has 3.8B-
parameters and a context length of 128K. This smaller model is efficient yet
capable of handling extensive context, making it practical for educational
settings. For GEMMA, we used the 7B-parameter instruction-tuned version,
optimized to follow detailed instructions. Lastly, for CODEGEMMA, we se-
lected the 7B-parameter instruction-tuned variant, designed specifically for
code chat and instruction, enhancing its capability to handle programming-
related queries and tasks. To fit all LLMS into 16GB GPUs, we used model
quantization of 4bit. Moreover, all LLMS were run using Hugging Face’s
Pipeline architecture. By using these different LLLMS, we aimed to balance
computational efficiency with the ability to effectively generate and refine
code, facilitating a practical APR approach in an educational environment.

4.2. FEvaluation

To assess the effectiveness of the program fixes generated by the LL.MSs
under different prompt configurations, we used two key metrics: the number
of programs successfully repaired and the quality of the repairs. For assessing
the patch quality, we use the Tree Edit Distance (TED) [51],52] to compute
the distance between the student’s buggy program and the fixed program
returned by the LLMS. TED computes the structural differences between two
Abstract Syntax Trees (ASTS) by calculating the minimum number of edit
operations (i.e., insertions, deletions, and substitutions) needed to transform
one AST into another.

Based on this metric for measuring program distances, we computed the
distance score, defined by Equation |1, This score aims to identify and penalize
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Prompt Configurations

s e e-T e-TS-
CodeGemma 451 (31.5%) 564 (39.4%) 507 (41.7%) 606 (42.3%) 113 (23.9%)
CodeLlama 447 (31 5 %) 472 (33.0%) 492 (31 49%) 500 (34.9%) 403 (28.2%)
Gemma 379 (26.5%) 462 (32.3%) 496 (34.7%) 492 (34.4%) 328 (22.9%)
Granite 529 (37.0%) 584 (40.8%) 626 (43.7%) 624 (43.6%) 459 (32.1%)
Llama3 496 (34.7%) 533 (37.2%) 564 (39.4%) 500 (41.2%) 400 (28.0%)
Phi3 367 (25.6%) 462 (32.3%) 494 (34.5%) 489 (31.2%) 313 (21.9%)
(fﬁri%ll\fs) 732 (51.2%) 821 (57.4%) 842 (58.8%) 846 (59.1%) 655 (45.8%)
LLMs  FIXME_De-CE FIXME_De-TS FIXME_De-TS-CE Sk Sk_De-CE
CodeGemma 563 (39.3%) 502 (41.4%) 601 (42.0%) 181 (338%) 615 (43.0%)
CodeLlama 485 (33.9%) 481 (33.6%) 463 (32.4%) 467 (32.6%) 547 (38.2%)
Gemma 443 (31.0%) 446 (31.2%) 444 (31.0%) 3@1 (25.6%) 524 (36.6%)
Granite 574 (40.1%) 566 (39.6%) 085 (40.7%) 50 (38.4%) 653 (45.6%)
Llama3 531 (37.1%) 535 (37.4%) 57 (33.9%) 134 (30.3%) 565 (39.5%)
Phi3 448 (31.3%) 460 (32.1%) 171 (33.1%) 367 (25.6%) 506 (35.4%)
(Kﬁrﬁ%ll\fs) 806 (56.3%) 796 (55.6%) 820 (57.3%) 717 (50.1%) 890 (62.2%)
Portfolio
LLMs Sk_De-TS  Sk_De-TS-CE TS (All Configurations)
CodeGemma 682 (47.7%) 688 (48.1%) 511 (35.7%) 850 (59.4%)
CodeLlama 573 (40.0%) 561 (39.2%) 466 (32.6%) 748 (52.3%)
Gemma 532 (37.2%) 534 (37.3%) 404 (28.2%) 780 (54.5%)
Granite 691 (48.3%) 681 (47.6%) 577 (40.3%) 887 (62.0%)
Llama3 578 (40.4%) 591 (41.3%) 505 (35.3%) 929 (64.9%)
Phi3 547 (38.2%) 535 (37.4%) 400 (28.0%) 759 (53.0%)
(Kﬁrﬁfﬁl\fs) 900 (62.9%) 907 (63.4%) 767 (53.6%) 1050 (73.4%)
Verifix [3| 90 (6.3%)
Clara [2| 495 (34.6%)

Table 2: The number of programs fixed by each LLM under various configurations. Row
Portfolio (All LLMSs), shows the best results across all LLMSs for each configuration.
Column Portfolio (All Configurations) shows the best results for each LLM across all
configurations. Mapping abbreviations to configuration names: CE - Counterexample, De
- IPA Description, FIXME - FIXME Annotations, SK - Sketches, TS - Test Suite.

LLMs that replace the buggy program with the reference implementation
rather than fixing it. The distance score is zero when the TED of the original
buggy program (7,) to the program suggested by the LLM (7%) is the
same as the TED of the reference implementation (7;) to 7,,. Otherwise, it
penalizes larger fixes than necessary to align the program with the correct
implementation.

TED(T}, To)>

ds(T;, T, T,) = (,1—
s(Ty, ) =maz (0 TED(T,.T,)

(1)

Baseline. We used two state-of-the-art traditional semantic program repair
tools for IPAS as baselines: VERIFIX [3] and CLARA [2]. VERIFIX employs
MaxSMT to align a buggy program with a reference implementation provided
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by the lecturer, while CLARA clusters multiple correct implementations and
selects the one that produces the smallest fix when aligned with the buggy
program. Both tools require an exact match between the control flow graphs
(e.g., branches, loops) and a bijective relationship between the variables;
otherwise, they return a structural mismatch error. VERIFIX was provided
with each buggy program, the reference implementation, and a test suite.
CLARA was given all correct programs from different academic years to
generate clusters for each IPA. Within a 90-second time limit, CLARA repairs
495 programs (34.6%), times out without producing a repair on 154 programs
(10.8%), and fails to repair 738 programs (54.7%). Furthermore, CLARA’s
clustering step was performed offline and is not included in the 90-second
time limit. In comparison, VERIFIX repairs 91 programs (6.3%), reaches the
time limit on 0.6%, and fails to repair 1338 programs (93.5%). The main
reason for these failures is that both tools rely on structure mismatch errors.

Tables [2| and [3] present the number of programs successfully repaired
by each LLM under various configurations. The row labeled Portfolio
represents the best possible outcomes by selecting the optimal configuration
for each program across all LLMS. Meanwhile, Portfolio column highlights
the best results achieved by a particular LLM across all tested configurations.
The configurations yielding the highest success rates for the six evaluated
LLMs involve incorporating a reference implementation of the IPA into
the prompt (see Table . However, rather than genuinely fixing the buggy
program, the LLMS often replace it with the reference implementation.
To address this, we separately analyzed configurations that include (see
Section and exclude access to a reference implementation.

When no reference implementation is provided (see Table , GRANITE
still leads among the LLMSs, fixing up to 62.0% of the programs across all
configurations and 48.3% when using sketches (SK), the IPA description,
and a test suite (SK_De-TS). CODEGEMMA also performs well, achieving
up to 59.4% success in a portfolio approach and showing particular strength
in configurations involving sketches (SK). For instance, CODEGEMMA can
repair 48.1% of the evaluation benchmark using bug-free sketches, TPA
description, test suite, and counterexample (SK_De-TS-CE). Configurations
incorporating sketches (SK) and FIXME annotations generally yield better
results. Including counterexamples (CE), IPA descriptions, and test suites
(De-TS) further boosts the success rate across different LLMS. The portfolio
approach, which combines the strengths of all LLMSs and configurations
without using reference implementation, achieves the highest overall success
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Figure 5: Comparison of tree edit distances (TED) for GRANITE’S repairs when using
(x-axis) versus not using (y-axis) correct implementations with configuration Sk_De-TS-CE.

rate, fixing 73.4% of the programs. This demonstrates that leveraging multiple
LLMSs together can significantly enhance repair success.
We are now prepared to answer the first four research questions:

A1l. All six LLMs used by MENTOR, across different prompt config-
urations, repair more programs than traditional tools such as CLARA
and VERIFIX.

A2. Prompt configurations with FL-based Sketches, IPA description
and test suite yield the most successful repair outcomes.

A3. Incorporating FL-based Sketches (or FIXME annotations) allows
LLMS to repair more programs than only providing the buggy program.

A4. Employing a Counterexample guided approach significantly im-
proves the accuracy of LLM-driven APR across various configurations.
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S

Prompt configurations with access to Reference Implcmentations

e-

e- -

CodeGemma 505 (35.3%) 578 (10.4%) 576 (10.3%) @7 (44 %)
CodeLlama 532 (37.2%) 528 (36.9%) 25 (367 5 (39.5%)
Gemma 633 (44.2%) 595 (41.6%) 607 ( 33 (30.3%)
Granite 758 (53.0%) 773 (54.0%) 828 ( ) (3 )
Llama3 595 (41.6%) 685 (47.9%) 601 (4 o ) 57 (45.9%)
Phi3 465 (32.5%) 552 (38.6%) 444 (31.0%) 555 (38.1%)
(fﬁrﬁi’i‘/f; 1021 (71.3%) 1033 (72.2%) 1046 (73.1%) 11 (70.6%)
LLMs __ FIXME_De-TS-CE-RI FIXME_De-TS-CPA FIXME_Do-TS-RI RI Sk_De-TS-CE-CPA
CodeGemma 38 (1107 [T% 5 (311%) 725 (50.7%)
CodeLlama )9 (42.6%) (42.7%) 155 (31.8%) 633 (44.2%)
Gemma om (43.0%) 55 (45.8%) 82 (10.7) 664 (46.4%)
Granite 57 (59.9%) 882 (61.6%) 775 (54.2% 838 (58.6%)
Llama3 sl (47.6%) 661 (46.27) 555 (38.8%) 725 (50.7%)
Phi3 192 (31.4%) 08 (35.5%) 358 (25.0%) 639 (44 %)
(fﬁrifl“’ll\fs) 1056 (73.8%) 1036 (72.4%) 1082 (75.6%) 1039 (72.6%) 1050 (73.4%)
LLMs Sk_De-TS-CE-RI Sk_De-TS-CPA Sk_De-TS-RI (zy Cﬁiﬁéﬂ:gﬁons)
CodeGemma 739 (SL.6%) 74 (52.0%) 729 (50.0%) 950 (06.4%)
CodeLlama 675 (47.2%) 673 (47.0%) 677 (47.3%) 959 (67.0%)
Gemma 732 (51.2%) 681 (47.6% 20 (50.3%) 1025 (71.6%)
Granite 876 (61.2%) 881 (61.6%) 921 (64.4%) 1169 (81.7%)
Llama3 730 (5L.0%) 783 (54. 7%) 706 (49.3%) 1073 (75.0%)
Phi3 647 (45.2%) 661 (46.2%) 653 (45.6%) 959 (67.0%)
(fﬁrifl“’ll\‘/fs) 1077 (75.3%) 1080 (75.5%) 1089 (76.1%) 1218 (85.1%)

Table 3: The number of programs fixed by each LLM under various configurations with
access to a reference implementation of each IPA. Row Portfolio (All LLMs), shows the
best results across all LLMs for each configuration. Column Portfolio (All Configurations)
shows the best results for each LLM across all configurations. Mapping abbreviations
to configuration names: CE - Counterexample, CPA - Closest Program using AASTS,
CPIA - Closest Program using Invariants + AASTS, De - IPA Description, FIXME
- FIXMFE Annotations, RI - Reference Implementation, SK - Sketches, TS - Test Suite.
Entries highlighted in bold correspond to the highest success rates for each LLM.

Metric: sum(Distance Score)
Prompt Conﬁguratlons

s __De-T, __De-TS- e-TS- __De-TS- __De-TS-
CodeGemma 169.6 479.3 ~ 2192 1263 250.6
CodeLlama 413.5 403.9 240.4 409.2 258.3
Gemma 284.3 282.2 142.2 264.0 144.1
Granite 463.1 470.6 171.2 298.8 160.4
Llama3 353.4 353.6 175.9 392.7 176.0
Phi3 276.0 291.9 96.8 223.8 96.8
LLMs FIXME_ De-TS-RI RI Sk Sk_ De-CE Sk_De-TS
CodeGemma 4357 3735 12138 4738 5244
CodeLlama | 332.3 421.6 464.8 477.9
Gemma 227.2 280.1 328.6 338.8
Granite 93.8 479.4 506.2 539.8
Llama3 409.8 354.6 383.1 379.8
Phi3 203.2 265.1 299.5 326.5
LLMs Sk_De-TS-CE  Sk_ De-TS-CE-CPA Sk__De-TS-CE-RI Sk__De-TS-CPA Sk__De-TS-RI
CodeGemma 529.5 249.8 4973 268.8 1813
CodeLlama 464.5 251.3 459.0 270.8 452.1
Gemma 340.3 156.4 316.2 153.9 307.2
Granite 533.6 172.3 334.5 175.4 349.4
Llama3 384.5 172.7 423.0 196.4 407.3
Phi3 321.4 98.2 253.4 97.2 256.6

Table 4: The cumulative distance scores for each program repaired by each LLM across
various configurations. Entries highlighted in bold correspond to the highest score for each

LLM.
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4.2.1. Correct Implementations

Furthermore, in Table |3, we provide the results of LLMS with a reference
implementation. The correct implementation can either be the lecturer’s
reference implementation (RI) for the same IPA or the most similar cor-
rect program from a previously submitted student. The closest correct
program is determined using Tree Edit Distance (TED) values, computed
over the AASTS (CPA) of the programs, or over the AASTS and their invari-
ants (CPIA). The intent was to allow the model to reuse correct code snippets
to generate repairs. Results show that including a reference implementation
allows for better repair results. However, as mentioned earlier, the LLMS
often simply copy the provided reference implementation.

Table 4| presents the sum of the distance scores (see Equation [1)) for the top-
performing LLMS from Tables 2| and [3] across different configurations. This
summation aims to penalize LLMS that either copy the provided reference
implementation or generate unnecessarily large repairs. For example, GRANI-
TE using configuration Sk De-TS-CE-RI can repair 876 programs but yields
a total distance score of 334.5, whereas using the same configuration without
a correct implementation repairs 681 programs resulting in a higher distance
score of 533.6.

Figure [5aj shows a scatter plot that compares the tree edit distance (TED)
of the buggy program to the program fixed by GRANITE with and without
a reference implementation, using configuration Sk De-TS-CE. Each point
represents a faulty program, where the x-value (resp. y-value) represents
the TED cost of GRANITE’ with access to a reference implementation (resp.
without it). Points below the diagonal indicate that fixing a program with
access to a correct implementation incurs a higher TED cost than fixing it
without access. This suggests that while access to a reference implementation
enables GRANITE and other LLLMS to repair more programs, it often results in
larger changes to the student’s program than when no correct implementation
is given. Similarly, Figure [5b|shows a scatter plot that compares the TED
cost between the buggy program and the program fixed by GRANITE using
the closest correct implementation determined by anonymized abstract syntax
trees (see Section[3.1), AASTs (CPA), and without using this implementation.
This plot shows that while having a correct implementation helps GRA-
NITE repair more programs, it generally results in fewer modifications to
the student’s code when the CPA is used instead of the lecturer’s solution.
Moreover, we did not run the same prompt configuration using the closest
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correct program considering both AASTS and invariants (CPIA) because, as
shown in Table [3] this approach did not contribute positively to the repair
process of the LLMSs.

To answer our fifth research question (RQ5):

A5. Including a reference implementation allows for more repaired
programs but with potentially less efficient fixes

4.2.2. Variable Mappings

As explained in Section [3.2] mapping variables between two programs is
essential for various applications, such as program repair [15] 39, [53]. In this
context, we have evaluated the impact of incorporating variable mappings
between the buggy program and a given correct implementation into the
prompts used by LLMS. These variable mappings are computed using Graph
Neural Networks (GNNS) [15], which map the set of variables between each
correct program and the incorrect submission based on both programs’ ASTS.

GNNs. The specific GNN architecture used in this work is the relational
graph convolutional neural network (RGCN), which can handle multiple edges
or relation types within one graph [54]. The numerical representation of nodes
in the graph is updated in the message passing step according to the following
equation:

Xi: root * Xz‘f'z Z G‘) © X,

re€R FEN(3)

where © are the trainable parameters, R stands for the different edge types
that occur in the graph, and N, the neighbouring nodes of the current node i
that are connected with the edge type r [55]. After each step, we apply Layer
Normalization [56] followed by a Rectified Linear Unit (ReLU) non-linear
function. These GNNs [15] were trained on the first lab class of C-PACK—
IPAs [28], with MULTIPAS [57] augmenting C-PACK-IPAS by generating
pairs of buggy/correct programs. At training time, since the incorrect program
is generated, the mapping between the variables of both programs is known.
The network is trained by minimizing the cross entropy loss between the labels
(which are categorical integer values indicating the correct mapping) and the
values in each corresponding row of the matrix P. As an optimizer, we used
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Prompt configurations with access to Reference Implementations and Variable Mappings

LIMs TA-VM __ De-TS-CE-CP. De-TS-CE-RI-VM __ FIXME_ De-TS-CE-CPA-VM
CodeGemma 507 (AL77% 570 (A0.5%) 651 (15.5%) 621 (13.6%) 700 (1S.9%)
CodeLlama 660 (46.1%) 699 (48.8%) 589 (41.2%) 568 (39.7%) 614 (42.9%)

Gemma 38 (51.6%) 700 (48.9%) 675 (47.2%) 680 (47.5%) 656 (45.8%)

Granite 27 (57.8%) 721 (50.4%) 821 (57.4%) 869 (60.7%) 846 (59.1%)

Llama3 (41.3%) 565 (39.5%) 729 (50.9%) 711 (40 %) rm (48.1%)

Phi3 (38.6%) 516 (36.1%) 508 (41.8%) ! )1 (42.0%)
(fﬁrﬁfﬁl\‘d”s) 1036 (72.4%) 991 (69.3%) 1042 (72.8%) 1070 (74.8%) 1033 (72.2%)

LLMs  FIXME_De-TS-CE-RI-VM RI-VM  Sk_De-TS-CE-CPA-VM Sk_ De-TS-CE-RI-VM Portfolio

5 — — — (All Configurations)
CodeGemma 705 (19.3%) 526 (36.8%) 782 (54.6%) 70 (515%) 950 (67.0%)
CodeLlama 618 (43.2%) 543 (37.9%) 681 (47.6%) 677 (47.3%) 984 (68.8%)

Gemma 650 (45.4%) 639 (44.7%) 756 (52.8%) 766 (53.5%) 1082 (75.6%)

Granite 882 (61.6%) 832 (58.1%) 901 (63.0%) 921 (64.4%) 1167 (S1.6%)

Llama3 669 (46.8%) ‘)9 (39.1%) 792 (55.3%) 720 (50.3%) 1060 (74.1%)

Phi3 531 (37.1%) 9 (36.3%) 691 (48.3%) 691 (48.3%) 088 (69.0%)
(:ﬁri%ll\}["s) 1075 (75.1%) 1082 (75.6%) 1078 (75.3%) 1093 (76.4%) 1210 (84.6%)

Table 5: The number of programs fixed by each LLM under various configurations with
access to variable mappings. Row Portfolio (All LLMSs), shows the best results across all
LLMs for each configuration. Column Portfolio (All Configurations) shows the best results
for each LLM across all configurations. Mapping abbreviations to configuration names:
CE - Counterezample, CPA - Closest Program using AASTS, CPIA - Closest Program
using Invariants + AASTS, De - IPA Description, FIXME - FIXMFE Annotations,
RI - Reference Implementation, SK - Sketches, TS - Test Suite, VM - Variable Mapping.

Metric: sum(Distance Score)
Prompt Configurations
P.

LLMs = ™M ]
CodeGemma 268.6 3822 257.6 170.5 2755
CodeLlama 2173 351.6 253.9 426.8 231.0
Gemma 137.2 185.3 156.5 243.4 166.1
Granite 78.1 109.4 148.1 283.5 141.8
Llama3 249.9 316.3 199.2 426.0 189.1
Phi3 134.2 182.1 76.4 214.2 75.3
LLMs FIXME_ De-TS-CE-RI-VM  RI-VM Sk De-TS-CE-CPA-VM Sk_ De-TS-CE-RI-VM
CodeGemma 4753 410.1 286.9 509.5
CodeLlama 424.4 372.7 250.0 455.2
Gemma 263.3 195.7 1715 306.4
Granite 281.3 114.8 165.7 330.9
Llama3 407.0 4298 196.1 432.1
Phi3 213.0 252.4 82 2475

Table 6: The cumulative distance scores for each program successfully repaired by each
LLM across various configurations considering variable mappings. Entries highlighted in
bold correspond to the highest score for each LLM.

the Adam algorithm with its default settings in PyTorch [5§]. The batch
size was 1. As there are many different programs generated by the mutation
procedures, we took one sample from each mutation for each student. Each
network was trained for 20 full passes (epochs) over this dataset while shuffling
the order of the training data before each pass. For validation purposes, data
corresponding to 20% of the students from the first year of the dataset was
kept separate and not trained on. Please refer to [15] for more details about
the training and evaluation of the GNNS used in MENTOR.

Table [5 shows the results for LLMS when provided with a correct im-
plementation for the same IPA and a variable mapping between the buggy
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CodeGemma CodeLlama Gem: Llam Phi3
LLMs +Sk_De-TS-CE +Sk_De-TS +Sk_ . De-TS CE +Sk De-TS +Sk_ De-TS CE +Sk_De-TS
#Programs Fixed 270 (34.5%) 210 (26.8%) 210 (26.8%) 290 (37.0%) 199 (25.4%) 199 (25.4%)

Table 7: The number of programs repaired by each LLM using their best-performing
prompt configuration, specifically on the subset of programs where CLARA fails to repair
due to control-flow issues (54.7% of C-PACK-IPAS).

Quartiles for Average CodeGemma  CodeLlama Gemma te Llam Phi3 Cl

Cyclomatic Complexity +Sk_ De-TS-CE +Sk_De-TS +Sk_De-TS-CE +Sk De-TS +Sk_ De-TS CE +Sk_De-TS ara
QL: 1.0-2.5 231 (76.5%) 178 (58.9%) 183 (60.6%) 20T (06.6%) 217 (71.9%) 198 (05.6%) 164 (54.3%)
Q2: 2.5-3.5 231 (65.3%) 212 (59.9%) 169 (4/.7%) 231 (65.3%) 1)2 (54.2%) 180 (50.9%) 163 (46.1%)
Q3: 3.5-7.0 168 (45.3%) 140 (37.7%) 129 (34.8%) 190 (51.2%) 39 (37.5%) 125 (33.7%) 124 (33.4%)
Q4: 7.0-26 58 (14.4%) 43 (10.6%) 53 (13.1%) 69 (17.1%) 43 (10.6%) 44 (10.9%) 44 (10.9%)

Table 8: The number of programs repaired by each LLM using their best-performing
prompt configuration, considering the average cyclomatic complexity of programs [59].

and correct implementation. The correct implementation can either be the
lecturer’s reference implementation (RI) for the same IPA or the most similar
correct program from a previously submitted student. The closest correct
program is determined using Tree Edit Distance (TED) values, computed
over the AASTs (CPA) of the programs, or over the AASTS and their
invariants (CPIA). As indicated in Table 5] all LLMS, except for GRANITE,
are able to repair more programs when they have access to variable mappings
between the buggy and correct programs. For instance, CODEGEMMA, using
the prompt configuration Sk De-TS-CE-CPA without variable mappings,
fixes 725 programs, while the same configuration plus variable mappings fixes
782 programs, representing an improvement of nearly 8%.

Table |§| presents the sum of the distance scores (see Equation (1)) for the
LLMsS from Table [5] across different prompt configurations. Notably, only
LLAMA3’s score improves compared to Table [4] increasing from a distance
score of 423 to 432.1 in Table [6] This suggests that while access to variable
mappings aids LLLMS in repairing more programs, it does not significantly
enhance the LLMSs’ distance score in 80% of the evaluated models.

To answer our sixth research question (RQG6):

AG6. Incorporating a variable mapping alongside the reference imple-
mentation enables even more programs to be repaired, though it may
similarly lead to less efficient fixes.
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4.83. Discussion

In response to RQ7, we evaluated the effectiveness of LLMS in repair-
ing programs that CLARA fails to handle due to control-flow issues, which
account for 54.7% of C-PACK-IPAS (738 programs). Table [7| presents these
results. Among the best-performing configurations, GRANITE with Sk De-TS
achieved the highest repair rate, successfully fixing 290 programs (37.0%) in
this subset. This highlights GRANITE’s strong capability to handle complex
program structures where traditional constraint-based tools fail. CODEGEM-
MA with Sk De-TS-CE also performed well, repairing 270 programs (34.5%),
demonstrating the advantage of incorporating counterexamples (CE) along-
side the Sketches (Sk) configuration. In contrast, models such as LLAMA3 and
PHI3 achieved lower success rates, each repairing only 199 programs (25.4%),
suggesting limitations in their ability to generalize and address intricate
control-flow issues.

AT7. We evaluated 738 programs that CLARA fails to repair due to
control-flow issues, representing 54.7% of C-PAck-IPAs. MENTOR
repaired 37.0% of these programs using GRANITE with Sk_De-TS,
followed by CODEGEMMA with Sk De-TS-CE at 34.5%, while LLA-
MA3 and PHI3 performed worse, each repairing only 25.4%.

Furthermore, to answer RQS8, and to gain deeper insights into MEN-
TOR’s performance across varying levels of program complexity, we evaluated
the average cyclomatic complexity of each program in C-PACK-IPAS using
lizard [59]. Table |8 summarizes these findings, divided into quartiles based
on cyclomatic complexity. For simpler programs (Q1: 1.0-2.5), CODEGEMMA
+Sk De-TS-CE excelled, achieving a 76.5% repair rate. However, as program
complexity increased (Q3: 3.5-7.0), GRANITE +Sk_ De-TS outperformed the
other models with a 51.2% repair rate, underscoring its robustness in tackling
moderately complex programs. In the most challenging cases (Q4: 7.0-26),
GRANITE retained its lead, repairing 17.1% of programs. These results
suggest that while CODEGEMMA is highly effective for simpler errors, GRA-
NITE exhibits superior adaptability and resilience when addressing programs
of greater complexity.
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A8. All evaluated models, including CLARA, face significant challenges
when repairing programs with an average cyclomatic complexity above
seven. Nevertheless, our LLM-based approach successfully repairs more
complex programs than CLARA.

Finally, considering only CEGIS loops where LLMSs were able to repair
the program within the time limit, the minimum number of iterations is one,
the maximum number of iterations to fix a program is seven, and the average
number of iterations is 1.14. In 89% of the cases, the program is repaired on
the first attempt. Thus, to answer our final research question (RQ9):

A9. LLMS typically require very few CEGIS iterations to repair pro-
grams. On average, only 1.14 iterations are needed, with 89% of
repairs completed on the first attempt and no case requiring more
than seven iterations.

5. Related Work

Automated Program Repair (APR). Several constraint-based program
repair techniques have been proposed to check if a program is semantically
correct: clustering-based [2], implementation-driven [4 3 5] [60], semantic
code search [61) 62 63, [64], generate-and-validate [65, 66], and semantic-
based techniques [67, 68, [69]. Clustering-based repair frameworks [2), [70] [4)
8] address incorrect student submissions by leveraging a test suite and a
pool of N correct submissions for the same ITPA. To improve scalability,
they first eliminate dynamically equivalent solutions using the provided test
suite and clustering techniques, ensuring that only semantically distinct
programs are retained. The remaining correct solutions are then grouped
into K semantically different clusters (K << N), each represented by a
cluster exemplar. These representatives serve as the basis for repairing
the incorrect submission, reducing redundancy while maintaining coverage
of diverse solution strategies. Implementation-driven repair tools use one
reference implementation to repair a given incorrect submission [3, [, [60].
AUTOGRADER [60] finds potential path differences between the executions of a
student’s submission and a reference implementation using symbolic execution.
VERIFIX [3] aligns an incorrect program with the reference solution into an
automaton. Then, using that alignment relation and MaxSMT solving,
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VERIFIX proposes fixes to the incorrect program. Moreover, constraints-
based repair tools are developed for specific programming languages and
typically support only a subset of that language, based on the focus of the
programming course. Extending the supported subset is often hard and time-
consuming. Furthermore, code search methods [61], 62, [63] 64] form another
family of semantic program repair techniques. These approaches rely on a
specification (e.g., input—output tests) to query large code repositories and
identify fragments that satisfy the specification. Unlike clustering-based or
implementation-driven approaches, semantic code search does not rely on the
closest correct implementation of the same IPA or on a lecturer-provided
reference solution. Instead, it searches across other correct programs to
extract code fragments that can be used to repair the incorrect submission.
Generate-and-validate techniques [65] [66] apply predefined mutation operators
to the input program to produce multiple candidate solutions, which are
then validated against the test suite for correctness. Finally, semantic-based
approaches rely on symbolic techniques that encode programs into logical
formulae for repair. SEMFIX [67] leverages fault localization to identify
suspicious statements and replaces them with symbolic expressions, which
are then evaluated against the test suite. DIRECTFIX [68] extends this idea
by encoding the program as a MaxSMT formula, enabling the synthesis of
multi-line repairs. While more powerful than SEMF1X, this approach suffers
from scalability issues due to the complexity of solving large formulas. To
balance scalability and expressiveness, ANGELIX [69] introduces the concept
of angelic values, states, paths, and forests, which capture the intended
program behavior in symbolic form. An angelic value is the expected value
an expression should return to pass a given test. An angelic state is the set
of variables that are visible in the scope of the expression being analyzed. An
angelic path is encoded as a triple containing the faulty expression and its
respective angelic value and state, these paths can be achieved by symbolic
execution of programs. Finally, an angelic forest is the set of angelic paths
that encode a repair problem. ANGELIX uses these forests to synthesize
multi-line fixes.

Large Language Models (LLMs). LLMS trained on code (LLMCSs) have
demonstrated significant effectiveness in generating program fixes [106, [17,
18], 19} 20, 21, [71l, [72] [73]. For instance, RING [16] is a multilingual repair
engine powered by an LLMC that uses fault localization information from
error messages and leverages the few-shot capabilities of LLMCS for code
transformation. In the context of APR for programming education, several
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works have explored the use of LLMS for coding tasks [22] 23] [74]. PyDex [22],
for example, employs iterative querying with CoDpEX, an LLMC version of
ChatGPT, using test-based few-shot selection and structure-based program
chunking to repair syntax and semantic errors in Python assignments. Simi-
larly, CODEHELP [74] utilizes OpenAl’'s LLMS to provide textual feedback
to students on their programming assignments. However, to the best of
our knowledge, no existing work has explored the use of LLMS guided by
formula-based fault localization.

Fault localization (FL). Fault localization techniques typically fall into
two main families: spectrum-based (SBFL) and formula-based (FBFL). SBFL
methods [75], [76], [77, [78] [79], 80] estimate the likelihood of a statement being
faulty based on test coverage information from both passing and failing test
executions. While SBFL techniques are generally fast, they may lack precision,
as not all identified statements are likely to be the cause of failures [811 [82]. In
contrast, FBFL approaches [83] 42, [43] [84], 85], [86, [87, 88, 89] are considered
exact. FBFL methods encode the fault localization problem into several
optimization problems aimed at identifying the minimum number of faulty
statements within a program. Typically, these methods perform a MaxSAT
call for each failing test, allowing them to individually identify a minimal set
of faults for each failing test case rather than simultaneously addressing all
failing test cases.

6. Conclusion

In conclusion, MENTOR presents an innovative solution for automated
program repair (APR) in the context of introductory programming assign-
ments (IPAs). By addressing the challenges faced by state-of-the-art tools like
CLARA and VERIFIX, MENTOR introduces a novel approach that combines
advanced techniques for greater flexibility in repairing student submissions.
Unlike CLARA, which requires strict structural alignment between faulty
and correct programs, MENTOR’s LLM-based approach enables flexible
repairs without strict structural alignment. Furthermore, MENTOR em-
ploys a clustering-based strategy that takes advantage of previously correct
submissions to repair programs with different control flow graphs. In addition,
MENTOR uses Graph Neural Networks (GNNs) to map variables between
programs more effectively in its variable alignment module, and its fault
localization module, CFAULTS is based on Maximum Satisfiability (MaxSAT)
techniques, which allows it to pinpoint buggy code with precision.
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One of MENTOR’s key innovations is the combination this MaxSAT-
based fault localization with a program fixer module that integrates Formal
Methods (FM) and Large Language Models (LLMs), MENTOR iteratively
refines student programs, leading to smaller, more precise fixes. This hybrid
approach leverages the strengths of both FM, which excels at fault localiza-
tion, and LLMs, which are adept at generating code patches, exceeding the
capabilities of symbolic repair tools alone.

Experimental results on C-PACK-IPAS demonstrate MENTOR’s supe-
rior performance, with repair success rates ranging from 37.3% to 64.4%,
depending on the prompt configuration and LLM used. This marks a signifi-
cant improvement over the state-of-the-art.

To conclude, MENTOR aims to support both students and lecturers
by offering automated personalized feedback in IPAs. For lecturers, MEN-
TOR simplifies the evaluation process and allows programming courses to
scale to larger enrollments, as the need for direct personalized feedback from
the lecturer is significantly reduced. For students, MENTOR can improve
their self-learning experience by providing targeted feedback on syntactic and
semantic errors in a shorter time frame.

Currently, MENTOR provides personalized feedback to programmers by
offering the repaired program generated by the program fixer or by highlighting
bugs in their code. For future work, we propose using the repaired program
to provide more detailed feedback, rather than just highlighting errors. This
could include providing a sketch of the repaired program as a hint to guide
students through fixing their buggy code. Furthermore, future work includes
extending MENTOR to programming languages other than C. Moreover,
we plan to conduct a user study of MENTOR to gather qualitative insights
on its practical utility in educational settings.
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